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A B S T R A C T   

Background: An early diagnosis together with an accurate disease progression monitoring of multiple sclerosis is 
an important component of successful disease management. Prior studies have established that multiple sclerosis 
is correlated with speech discrepancies. Early research using objective acoustic measurements has discovered 
measurable dysarthria. 
Method: The objective was to determine the potential clinical utility of machine learning and deep learning/AI 
approaches for the aiding of diagnosis, biomarker extraction and progression monitoring of multiple sclerosis 
using speech recordings. A corpus of 65 MS-positive and 66 healthy individuals reading the same text aloud was 
used for targeted acoustic feature extraction utilizing automatic phoneme segmentation. A series of binary 
classification models was trained, tuned, and evaluated regarding their Accuracy and area-under-the-curve. 
Results: The Random Forest model performed best, achieving an Accuracy of 0.82 on the validation dataset and 
an area-under-the-curve of 0.76 across 5 k-fold cycles on the training dataset. 5 out of 7 acoustic features were 
statistically significant. 
Conclusion: Machine learning and artificial intelligence in automatic analyses of voice recordings for aiding 
multiple sclerosis diagnosis and progression tracking seems promising. Further clinical validation of these 
methods and their mapping onto multiple sclerosis progression is needed, as well as a validating utility for 
English-speaking populations.   

1. Introduction 

It is almost universally accepted that Multiple sclerosis (MS), a 
chronic inflammatory autoimmune neurological disease of the central 
nervous system (CNS), is due to the changes of the CNS myelinated 
axons, creating inflammatory plaques that effectively cause demyelin
ation with axonal transection [1,2]. 

The clinical development and manifestation course of MS is highly 
varied and unpredictable. In most MS patients, episodes of reversible 

neurological deficits is often followed by a progressive neurological 
deterioration [2]. Epidemiologically, MS affects at least 14,908 people 
in the Czech Republic and an estimated 620,000–720,000 people in the 
US [3]. It typically presents in young adults (mean age of onset, 20–30 
years); it is expected that up to one-half of subjects will need physical 
help to walk within 15 years after the onset of the disease [2,4]. Addi
tionally, it has been discovered that risk of MS increases 32-fold after 
infection by the Epstein-Barr virus [5]. Additionally, it has been shown 
in mouse models that the administration of an mRNA vaccine can 
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suppress MS symptoms without introducing overt symptoms of general 
immune suppression [6]. 

There is no single diagnostic test for MS. Diagnosis is made based on 
clinical evidence from multiple testing procedures, some of which are 
quite invasive: a combination of presentation signs and symptoms, 
diagnostic imaging findings (for example, magnetic resonance imaging 
(MRI) T2 lesions), and laboratory findings (ie cerebrospinal fluid (CSF)– 
specific oligoclonal bands), which are components of the 2017 McDo
nald Criteria [7]. 

Recently, speech patterns have been shown to be a good indicator for 
the presence of neurological disorders, specifically in the case of MS. An 
early study in 1987 by Gerald et al. [8] was the first to describe the 
effects of this disease not only on speech, but also on linguistic capa
bilities in general. In a small sample of 23 individuals, they established 
that multiple sclerosis has noticeable effects on how afflicted individuals 
communicate. This study was extended by Rusz et al., in 2018 [9,10], 
where for the first time they introduced objective acoustic criteria 
showing that MS-afflicted speech differs significantly from normal 
speech. According to Hartelius [11], at least some vocal impairment is 
perceptually present in 51% of all MS patients. 

In 2021, Noffs et al. [12] demonstrated that some objective acoustic 
measurements of speech correlate with disability scores in MS-afflicted 
patients even when there is no perceivable dysarthria present, specif
ically intensity decay and decreased frequency variability. The sensi
tivity of speech disorders towards MS has not insofar been assessed using 
fully automated methods based on individual phoneme segmentation, 
nor has the potential of such a vocal fingerprint to detect and track the 
progression of MS been tested using machine learning methods. 

Machine learning has been demonstrated to show potential in a wide 
array of healthcare applications. For example, it has been shown that the 
technique, especially in the form of convolutional neural networks, can 
be used to detect Coronavirus based on chest X-Rays and computer to
mography [13]. Similarly, detection of a wider range of ailments, such 
as Alzheimer’s disease, glaucoma, arrhythmia, diabetes and brain tu
mors, based on various types of available data, such as PET or MRI scans 
[14,15]. 

Our aim is to demonstrate the value and predictive power of auto
matic phoneme segmentation in the context of neurological disease 
detection, as well as to assess of the potential of machine learning 
methods in the detection of multiple sclerosis from speech recordings. 

To assess the utility of automated methods for speech analysis in MS 
patients in this study we undertook the following aims: a) create a set of 
acoustic parameters able to discern recordings of speakers with MS from 
healthy controls (HC); b) find out how strong are the differences be
tween the MS-afflicted and the healthy speakers with respect to each of 
these parameters separately; c) test how well these parameters 
discriminate between these speakers using machine learning; and d) 
assess the feasibility of creating an automated tool for diagnosis and 
disease progression monitoring based on these (and potentially addi
tional) parameters. 

2. Methods 

2.1. Study setting and human subjects approval 

All MS patients were diagnosed with a neurologically-confirmed 
diagnosis of MS according to the revised McDonald Criteria [16]. All 
patients were relapse-free for at least 30 days prior to testing. Each 
patient was ranked according to the Expanded Disability Status Scale 
(EDSS) [17]. For neuropsychological assessment, the patients were 
tested with the Paced Auditory Serial Addition Test-3 (PASAT-3) [18] 
and the Symbol Digit Modalities Test (SDMT) [19]. 

In addition, a healthy control group free of neurological or 
communication disorders was included. All participants were native 
speakers of the Central Bohemian dialect of Czech. 

2.2. Speech recordings 

Speech recordings were performed in a quiet room with a low 
ambient noise level using a head-mounted condenser microphone 
(Beyerdynamic Opus 55, Heilbronn, Germany) placed approximately 5 
cm from the subject’s mouth [20]. Speech signals were sampled at 48 
kHz with 16-bit resolution. Each subject was recorded during a single 
session with a speech specialist. 

All of these individuals were recorded reading out loud the same 
excerpt from Karel Čapek ‘s Měl jsem psa a kočku in the original Czech 
[21]. This text has the benefit of being cognitively and articulatorily 
little to moderately demanding while also utilizing the entirety of the 
Czech phonemic inventory. It is 230 syllables long and a healthy native 
speaker of Czech can be expected to read it aloud within 40–50 s. 

2.3. Feature selection 

The acoustic features measured on the recordings were deliberately 
chosen such that they would map onto the symptomatology of MS as 
meaningfully as possible. We identified three primary symptom clusters 
of MS, namely (muscular) spasticity, ataxia, and (overall) fatigue. We then 
hypothesized as to how these might manifest themselves acoustically by 
means of abnormal prosody, phoneme articulation and other speech 
production phenomena, and based the feature selection thereon. 

For example, we predicted that individuals suffering from ataxia 
would have trouble appropriately modulating the amplitude of their 
speech due to reduced control of their breathing muscles, leading to 
pressure and by extension intensity spikes or drops throughout MS- 
afflicted recordings. We therefore included a relevant feature, CSI of 
intensity (Cumulative Slope Index – see the Appendix for exact defini
tion and formula). Detailed descriptions of each of the features and their 
hypothesized mapping onto the symptom clusters can be found in the 
Appendix. 

2.4. Annotation and feature extraction 

Prague Labeller, a HTK-based implementation of the Hidden Markov 
Model algorithm originally intended for use in phonetics, was used to 
automatically delimit boundaries of phoneme realizations within each 
of the recordings [22]. In a recording of the Czech word Minda/minda/, 
for example, this tool finds the beginning and end of the articulation of 
the/m/phoneme, considering that a short silence may precede the word 
and thus delimiting silences as well as phonemic boundaries. 

Additionally, Praat [23] was used alongside Prague Labeller to extract 
the intensity and fundamental frequency and formant curves for each of 
the recordings. 

2.5. Validation of the automatic algorithm for phoneme extraction 

To validate the accuracy of Prague Labeller, the features extracted 
using the tool were correlated against features extracted from the same 
speakers using human experts according to rules strictly defined in 
Fonetická segmentace hlásek [24]. In the case of one MS-speaker 
recording, it was discovered that Prague Labeller had placed the last 
boundary of the annotation midway through the recording, creating an 
artificial outlier. This recording was discarded, alongside its matched 
Control counterpart. Pearson’s r correlation coefficient was used to 
cross-correlate the automatically extracted features with their counter
parts extracted by human experts. 

2.6. Algorithms for predictive risk modelling 

These vectors were combined with information about the speakers’ 
age and gender at birth, on which a binary classification array of models 
was trained using the R programming language and the package caret 
[25]. 
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We evaluated the performance of 7 ML (machine learning) algo
rithms in building a predictive MS risk model with acoustic features and 
demographic variables as independent predictors. A common simulation 
and evaluation framework was set up using utilities from the caret R 
package [26]. The following algorithms were implemented and 
assessed: eXtreme Gradient Boosting, gbm (Generalized regression 
Boosting Model), GLMnet (Generalized Linear Model), KNN (k-Nearest 
Neighbors), Multi-Layer Perceptron Neural Network, Random Forrest 
(RF) and Support Vector machine with a radial kernel (SVM). We used a 
5-fold cross-validation (CV) with an 80-20% balanced split for training 
and validation datasets. All acoustic and demographic variables were 
used in the model building and validation, regardless of the amount of 
variability in the dataset they explain, or any variable-selection pro
cedures. The system performance was measured by the accuracy (the 
proportion of times the model’s predictions agree with the labels of the 
data) using the validation set and the mean Area Under Curve (AUC) for 
the Receiver Operator Characteristic (ROC) across the individual CV 
runs on the training set. 

2.7. Univariate statistical analyses 

In addition, to assess the statistical significance of each variable, 
analysis of the individual features was performed. As the dataset was 
found not to be normally distributed, the Kolmogorov-Smirnov two- 
sample test was used. 

2.8. Outcome measures 

The primary outcome metrics of our analyses were the Accuracy on 

the holdout and the AUC for the binary classification models. Secondary 
outcomes were the values of the 7 acoustic and 2 demographic features 
extracted from the voice recording and used to construct a vector space 
to quantify and predict the risk of MS. 

3. Results 

3.1. Study cohort 

A total set of 131 matched recordings of healthy and MS individuals 
was recorded. A total of 65 MS patients (41 females, 24 males), with a 
mean age of 43.9 (standard deviation [SD] 10.5) years, mean disease 
duration of 14.7 (SD 8.3) years, and mean EDSS of 3.9 (SD 1.4) were 
recruited. The patients exhibited a mean SDMT of 51.7 (SD 13.4) and a 
mean PASAT of 44.6 (SD 16.4). Fifty-one patients were diagnosed with 
relapsing remitting MS, 7 with secondary progressive MS, 2 with clini
cally isolated syndrome and 5 with primary-progressive MS. 

According to the consensus judgment of two speech-language pa
thologists, the dysarthria was imperceptible in 30 MS patients. The 
perceptible dysarthria in remaining 35 MS patients mainly featured a 
combination of spastic and ataxic components with primary signs of 
slow rate, irregular speech timing, imprecise articulation, strained- 
strangled voiced and unnatural word stress expression. 

In addition, 66 individuals comprised the controls cohort (41 fe
males, 24 males) with a mean age of 45.5 (SD = 11.2) years. 

The overall workflow implemented for collecting, storing, extracting 
the 7 speech features (plus Age and Gender) and systematically building 
and evaluating the predictive models is depicted in Fig. 1. 

Fig. 1. A diagram of the feature extraction process workflow. The Prague Labeller tool – shown as a black box in the diagram – is used to find points in the recordings 
when one individual speech sound ends and another begins. In the case of the Czech word samotě/samoce/, for instance, Prague Labeller uses the fact that/s/ 
represents a noisy sound as opposed to/a/, which represents a tonal sound, to find the boundary between these two at a certain point in time. This is called a phonemic 
boundary and comes attached with a label of its respective phoneme. 
Some acoustic features are then measured within these boundaries, like the spectral centroid of/s/, which simultaneously roughly corresponds to the perceived 
“sharpness” of the sound and the configuration of the tongue while it is being pronounced. Similarly, acoustic features are measured across the entire recording, such 
as the CSI of f0, which represents the total melody fluctuation across the recording. These measured acoustic features, along with the given subject’s sex and age, are 
compiled into vectors, which themselves are compiled into a dataset where each row represents one speaker with their corresponding acoustic features. One of the 
machine learning algorithms presented in Table 1, represented in the diagram using a neural network as an example, is then trained to predict the health status based 
on the biometric and acoustic data. Thus, it is possible to train a model to predict the neurological health status of an individual using nothing but a.wav recording of 
them reading a predetermined text out loud. 
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3.2. Feature extraction and validation 

A resulting set of 12 acoustic features, listed in Table 1 and defined in 
the Appendix, were extracted from the delimited phonemes. These 
variables were used to distinguish between healthy and MS-afflicted 
individuals, as we have hypothesized that changes in them are corre
lated with articulatory and perhaps cognitive impairments. Fig. 2 in
cludes some descriptive statistics for the 12-feature set extracted from 
the voice files. 

To validate the algorithm from the Labeller utility, we used human 
expert annotation that were available for the entire HC cohort and a 
subset of the MS cohort, totaling 18 speakers. 7 of these features were 
found to be significantly correlated with expert annotation, as shown in 
Table 1. 

The features whose automatically extracted values were not 
demonstrated to be correlated with human annotation were deemed 
unreliable and were not fed into the ML models or used in any other way. 

Each recording was thus represented by a feature vector of length 9, 
where 7 positions represent a diagnostically relevant acoustic feature of 
a speaker’s recording, and 2 represent the age and gender of the speaker. 

3.3. Univariate and multivariate statistical analyses of variable 
significance 

Next, we present the results of the univariate statistical significance 
testing using the Kolmogorov-Smirnoff (K–S) statistics, see Table 2. Only 
the 7 validated variables were included in the K–S testing, with five 
variables (listed in bold) were statistically significant or borderline 
significant (defined here as p < ~0.1). 

Table 3 lists the results of the multi-variate statistically significant 
analyses after adjustment with all validated acoustic characteristics 
(variables) and gender and age, using a generalized linear regression 
model. Of note is that after adjustment, only two variables (CSI of vowel 
duration and Quantile difference of fundamental frequency) were 
borderline significant (see Table 4). 

3.4. Classification models 

The results of the systematic model building, and evaluation are 
presented in Table 2. There were several models whose AUC achieved 
similar performance: eXGB, Gradient Boosting Machine, Random Forest 
and, to a degree, the Neural Network model. We chose to select the best- 
performing model based on a combination of both accuracy and the AUC 
measures (we used the rank of each model in each metric): it appears the 
best performing model was a Random Forest, which achieved an accu
racy of 0.82 on a holdout validation dataset, and an AUC of 0.76 as 
measured across 5 train/test cycles on the training data. 

3.5. Discussion 

In this study, we present a fully automated, quantitative assessment 
methodology to detect and objectively measure the footprint of the 
disease in the speech of MS patients. This opens the door for a scalable 
and unbiased diagnostic, disease progression and treatment response 
assessment of MS that can in principle aid the current standard clinical 
diagnostic assessment for MS (i.e., review of clinical history and exam
ination, brain and spinal cord MRI, CSF analysis etc.; the McDonald 
Criteria [7]). Using only speech recordings and basic demographic fac
tors, we have been successful in achieving an accuracy of 0.82 (AUC =
0.76) using fully automated algorithmic methods. This points to the fact 
that MS carries a possible distinct vocal fingerprint which can in prin
ciple be utilized to diagnose or at least pre-diagnose the disease using 
methods orthogonal to the current standard-of care set of tests and 
procedures. 

Currently, most available acoustic methods to capture motor speech 
disorders are designed for highly functional vocal paradigms such as 
sustained phonation or syllable repetition (for the most recent review, 
please see Ref. [27]). In fact, this is the first study to quantify speech 
disorder in MS based on a fully automated approach allowing precise 
segmentation of individual phonemes from connected speech, leading to 
the detection of a wide variety of natural speech abnormalities associ
ated with MS that might not be seen using simpler functional vocal 
paradigms. Indeed, despite the fact that our classification results are 
based on a single paradigm of reading a short passage, our classification 
accuracy of 0.82 is superior to the accuracy of 0.79 previously reported 
using three types of speaking tasks including sustained vowel, fast/
pa-/ta/-/ka/syllable repetition and reading passage [10]. In addition, 
our findings appear to be superior to different voiced and unvoiced 
syllable repetition paradigms, with reported classification accuracy be
tween MS and controls ranging between 0.68 and 0.74 [28]. To the best 
of our knowledge, only these two studies [10,28] have been previously 
demonstrated discrimination accuracy between MS and controls based 
on machine learning or deep learning/AI approach, and are therefore 
the only studies whose results are directly comparable to ours. 

Indirectly, however, our study can be compared to Vavougios et al. 
[29], who were able to produce a discriminant function equation able to 
reach an accuracy of 100% in discriminating MS patients from healthy 
controls using. The experiment was, however, performed using elec
troglottographic (EGG) data, as opposed to acoustic data (as in our 
experiment). Similarly, Noffs et al. [30] built a unified acoustic speech 
score significantly correlated with cerebellar white matter volume and 
quality of life. This speech score was able to predict abnormal 9-hole peg 
test (9HPT) results with 85% accuracy. The predictive power of this 
speech score with regards to discriminating healthy controls from MS 
speakers has, however, not been measured in the study. 

Our study also corroborates some of the results of the landmark study 
published by Gerald et al., in 1987 [8], in which MS-related dysarthria 
was assessed auditorily only. Because the results in our study have been 
measured objectively, they are much more rigorous; Gerald’s study 
however covers other areas of affected linguistic capabilities, such as 
impaired grammar, which are much more non-equivocal to assess 
automatically. Therefore, finding a way to objectively assess such 

Table 1 
A table of Pearson correlation coefficients and associated p values obtained by 
running a correlation test ofthe acoustic features extracted using Prague Labeller 
against features extracted using annotation by human experts on the same re
cordings, under the hypothesis that true correlation is greater than 0. Parameters 
found to be significant under p < 0.05 for both groups are in bold. “f0” is a 
shorthand for fundamental frequency.  

Parameter Cases Controls 

p value corr. 
coeff. 

p value corr. 
coeff. 

Speech duration 1.9 £
10¡10 

0.99 8.9 £
10¡84 

0.99 

Silence-to-speech ratio 0.41 0.06 0.005 0.31 
Vowel-to-speech ratio 2.5 £

10¡5 
0.78 3.9 £

10¡26 
0.91 

CSI of vowel duration 0.01 0.59 3.3 £
10¡22 

0.87 

CSI of f0 0.12 0.32 4.9 ×
10− 06 

0.51 

Quantile difference of f0 0.001 0.70 2.1 £
10¡16 

0.81 

Unvoiced stop mean 
duration 

1.4 £
10¡7 

0.93 1.9 £
10¡39 

0.97 

CSI of intensity 2.4 £
10¡27 

0.99 2.5 £
10¡84 

0.99 

Spectral centroid of/s/, 
SD 

5.3 £
10¡7 

0.83 1.3 £
10¡15 

0.79 

Vowel F1, SD 0.40 0.07 1.1 × 10− 4 0.44 
Vowel F2, SD 0.41 0.04 0.42 0.02 
Vowel F3, SD 0.53 − 0.02 1.1 ×

10− 15 
0.79  
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MS-related linguistic impairment beyond articulatory difficulties may 
present another set of indicators to help preliminary diagnosis of the 
disease. 

Recently, a number of studies have attempted to use “real world” 
data (normally, clinical records data) to assess the risk of MS patient 
trajectories that transition from various established states in the MS 
disease progression, i.e. in the general disease course [31], or for 
example the initial Relapsing-Remitting (RR) to the Secondary Pro
gressive (SP) form of the disease [32]. It is of interest to see how the 
alternative set of variables extracted from the voice patterns as shown in 
this study could be added to these types of clinical predictive approaches 
to potentially enhance the accuracy of the resulting models. 

This study brings to the forefront another interesting research sub
ject, e.g.the use of acoustic feature characterization from voice as a 
proxy measure when trying to find anatomical correlates of the symp
toms in brain magnetic resonance imaging (e. g. lesion-symptom 
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Fig. 2. Boxplots of the 7 acoustic measurements that were used as features. Note that recording and unvoiced durations are measured in milliseconds, the 
fundamental frequency measurements (“f0”) are in semitones (because fundamental frequency corresponds to articulatory phenomena logarithmically) and the 
formant measurements are listed in Hertz. 

Table 2 
A table of the univariate statistics p-values of MS against HC 
calculated using the Kolmogorov-Smirnov test for the 7 variables 
extracted by the Labeller tool andvalidated against human expert 
annotations, see Methods and also Table 1. Parameters deemed 
significant or borderline statistically significant are in bold. “f0” is a 
shorthand for fundamental frequency.  

Parameter p value 

Speech duration 0.008 
Vowel-to-recording ratio 0.84 
CSI of vowel duration 0.007 
Quantile difference of f0 0.007 
Unvoiced stop mean duration 0.02 
CSI of intensity 1.6 × 10− 7 

Spectral centroid of/s/, SD 0.71  
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mapping experiments) [33,34]. For example, Rusz et al. [35] correlated 
specific articulatory difficulties with particular brain volume changes, 
and in 2020, Rozenstoks et al. [28] demonstrated that MS patients 
exhibit significant difficulty in performing certain tasks involving 
alternating syllables. 

Analyzing Fig. 2, MS speakers show greater variability than the 
healthy controls regarding speech duration. This is likely a consequence 
of pyramidal involvement due to widespread grey and white matter 
reductions in speakers with spastic dysarthria, leading to slower 
reading, which is consistent with Clark et al. [36]. The generally lower 
pitch range of MS speakers, as shown by the fundamental frequency 
quantile difference, probably reflects low range of vibration frequencies 
resulting in monotonic speech. The overall greater mean durations of 
unvoiced stops of MS patients shows a tendency to hold full articulatory 
closures for an abnormally long time, indicating muscular spasticity of 
the tongue, which is consistent with the findings of Tykalová et al. [37]. 
The two individuals exhibiting extreme high variability of intensity, as 
reflected in their f0 quantile difference values, pointing towards spas
ticity of the breathing muscles. Finally, articulation of the phone
me/s/requires producing a shallow groove along the center of the 
tongue, which requires a high degree of coordination. The greater 
standard deviation of the phoneme’s spectral centroid of MS speakers 
seems to reflect ataxia due to their compromised ability to consistently 
articulate the difficult phoneme. 

Lastly, the procedure correlating the values of the automatically 
obtained features against the feature values obtained with the help of 
manual annotation constituted a validation step ensuring that the in
formation fed into the models is meaningful and not simply a collection 
of artifacts caused by Prague Labeller or Praat, ensuring the validity of 
our models. 

3.6. Implications 

This study describes a fully automated, quantitative assessment 
methodology to detect and objectively measure the footprint of the 

disease in the speech of MS patients. This opens the door for a scalable 
and unbiased diagnostic, disease progression and treatment response 
assessment of MS that can in principle be used in conjunction with 
current methods and aid the current standard clinical diagnostic 
assessment for multiple sclerosis. 

3.7. Limitations 

Our study is not without limitations. First and foremost, it is possible 
that for a significant proportion of MS patients, there might be no 
dysarthria present at all. Theoretically, these zero-dysarthria patients 
should, however be relatively rare (at least as detected by acoustic 
analysis [19]), because speech motor control is governed by a high 
number of different areas of the CNS [8,35]. Related to this lack of 
diagnostic specificity to MS, this initial work has not established a pre
cise map between MS disease progression stages and the speech patterns 
(variables) that are predictive of the disease status. This latter corre
spondence and its clinical validation need additional studies. 

Additionally, the subjects have had MS for an average of 15 years, 
which is a rather long time. 

Furthermore, the set of features and ML-models trained thereon used 
in this study has been limited to a specific language, Czech. Theoreti
cally, there is nothing overly language-specific about this set of features 
and the workflow utilized, but additional studies and validation, 
including a clinical validation, are needed for English-speaking pop
ulations such as in the US, as well as other languages. We expect our 
results to extend to other languages, because it has been demonstrated 
that motor speech disorders can be acoustically measured cross- 
linguistically [38]. 

Error analysis of the predictions of the Random Forest model on the 
validation set reveals that the model’s predictions of MS status seem 
much more reliable under the condition that the given speaker also has 
perceptible dysarthria. Specifically, as described in Table 5, while all MS 
speakers with perceptible dysarthria were correctly classified, only 50% 
of MS without perceptible dysarthria were correctly classified as MS. 
This suggests that the classifier’s performance was mainly limited by the 
presence or non-presence of dysarthria in a given speakers speech rather 
than the fine-tuning of the models or feature selection. The validation 
dataset is relatively small, however, so further research is necessary to 
confirm this (see Table 6). 

Finally, our dataset is of rather limited size. Larger cohorts are 
desirable to validate and extend the findings reported here. 

4. Conclusions 

The use of machine learning and artificial intelligence in automated 
analyses of voice recording for aiding diagnosis, disease and treatment 

Table 3 
A table of the p values individual features (variables) after 
adjustment with the 7 validated acoustic features (see Table 1) 
and gender and age included, as calculated using a generalized 
linear model, MS against HC. The variables in bold are 
borderline significant. “f0” is a shorthand for fundamental 
frequency.  

Feature p value 

Speech duration 0.40 
Vowel-to-recording ratio 0.82 
CSI of vowel duration 0.10 
Quantile difference of f0 0.09 
Unvoiced stop mean duration 0.64 
CSI of intensity 0.53 
Spectral centroid of/s/, SD 0.77 
Age 0.42 
Gender 0.61  

Table 4 
A comparison of the Accuracy and AUC scores of each model as calculated on the 
validation dataset, and the mean area under the ROC curve as calculated across 5 
resamples of cross-validation on the training set. The best performing model is in 
bold.  

Model Accuracy Sensitivity Specificity AUC 

eXtreme Gradient Boosting 0.70 0.73 0.67 0.79 
Gradient Boosting Machine 0.77 0.77 0.77 0.75 
Neural Network 0.69 0.73 0.67 0.66 
Random Forest 0.82 0.90 0.75 0.76 
k-Nearest Neighbors 0.58 0.67 0.56 0.66 
Support Vector Machine 0.46 0.45 0.47 0.66  

Table 5 
The performance of the Random Forest model compared with the presence of 
perceptible dysarthria as evaluated by the consensus of two speech experts. 
Please note that this table only shows the MS-positive subset of the validation 
dataset.  

Health status Prediction Age Disease duration Perceptible dysarthria 

MS MS 25 11 0 
MS MS 46 19 0 
MS H 42 7 0 
MS MS 54 3 0 
MS H 40 21 0 
MS MS 41 3 0 
MS H 57 23 0 
MS H 47 15 0 
MS MS 49 14 1 
MS MS 40 23 1 
MS MS 47 6 1 
MS MS 40 16 1 
MS MS 39 17 1  
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progression of multiple sclerosis holds promise. Further clinical valida
tion of the specificity and the mapping to the MS disease progression 
phases is needed and validating utility for other languages. 

In the future, we would like to apply deep learning techniques such 
as convolutional neural networks to try and either increase the perfor
mance of the detection process, or confirm what the error analysis seems 
to point toward – that the model fails to detect MS in some patients due 
to their objective lack of dysarthria as opposed to problems such as 
suboptimal feature selection, model tuning, or training dataset size. 

It would also be advisable to transfer the techniques applied in this 
paper on speakers of English. 
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Appendix 

Speech duration 

The total duration of the recording in seconds, beginning with the first word and ending with the last, as delimited by either Prague Labeller or the 
human experts. Motivated by the assumption that trouble with ataxia would lead to articulatory difficulty, leading to longer recording times. 

Silence-to-speech ratio 

The total time spent by the speakers being silent divided by Speech duration. 
Motivated by the assumption that speakers struggling with muscular spasticity would speak in short, labored bursts, and that speaker struggling 

with fatigue would pause frequently to rest. 

Vowel-to-speech ratio 

The total time spent by the speakers articulating vowels divided by Speech duration. 
Motivated by the assumption that because vowels perceptually require less articulatory effort per unit of time to pronounce than consonants, 

speakers struggling with fatigue would spend more time articulating them so as to give themselves a moment of perceived respite. 

CSI of vowel duration 

Cumulative Slope Index is the absolute value of the sum of differences between each two consecutive elements of a vector of values, in this case the 
vector of durations of each vowel pronunciation across a given recording. It can be interpreted as a scalar describing the total rate of change of a 
variable over a series of steps in time. It is given by the formula 

CSI(x)=
∑N− 1

n
|x[n+ 1] − x[n]|

where x is the vector of values in question, n is the index of each element of that vector and N is the total length of the vector, according to Volín et al. 
[39]. 

Additionally, the entire sum can be divided by Speech duration, which is referred to as normalized CSI. Every CSI measurement used in this study 
has been normalized. 

Motivated by the fact that abnormally high or low normalized CSI of vowel duration suggests abnormal speech rhythm, possibly pointing toward 

Table 6 
Comparison of the results of our study compared to recent similar studies. An 
asterisk denotes a study that differs from ours either in the type of data used or in 
the predictive task, and should therefore not be compared to ours directly, but is 
nevertheless worth mentioning. Please refer to the Discussion section for further 
details.  

Study Data Prediction Accuracy 

Our study Acoustic MS vs. HC 0.82 
Rusz et al. Acoustic MS vs. HC 0.79 
Rozenstoks et al. Acoustic MS vs. HC 0.74 
Vavougios et al.* EGG MS vs. HC 1.00 
Noffs et al.* Acoustic Normal vs. abnormal 9HPT 0.85  
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either of spasticity and ataxia or even higher-level cognitive difficulties. 
CSI of fundamental frequency 

CSI calculated from the fundamental frequency contour of the recording, or in other words, the vector of zeroth formant frequency values calculated 
at each time step, measured in semitones with a reference frequency of 100 Hz. The reason semitones were chosen is the fact that the logarithmic 
nature of the unit compensates for gender-wise differences in average fundamental frequencies between genders. It was measured using the auto
correlation method and octave jumps were not manually corrected. This may informally be interpreted as the total rate of change in voice pitch across 
the recording. 

The time duration of these time steps were determined by Praat’s default setting, which applies to all CSI and formant measurements used in this 
paper [40].Motivated by the fact that poor control of the laryngeal muscles related to ataxia may contribute to an abnormal base frequency CSI value. 

Quantile difference of fundamental frequency 

The difference between the third quartile value of the base frequency vector and the first quartile value of the base frequency vector. Measured the 
same way as in the previous parameter. May be interpreted informally as the voice pitch range of the recording. 

Motivated by the fact that poor control of the laryngeal muscles related to ataxia may lead to an abnormally high or low quantile difference. 

Unvoiced stop mean duration 

The mean duration the speaker spent pronouncing the phonemes/p/,/t/,/k/,/c/, which are prototypically pronounced with a full closure of two 
articulatory organs. 

Motivated by the fact that individuals struggling with spasticity may hold this closure for a longer time. 

CSI of intensity 

CSI calculated from the sound intensity contour of the recording measured in decibels. May informally be interpreted as the total rate of change of 
speech loudness. 

Motivated by the fact that fatigue may result in a flatter intensity contour due to breathing muscle weakness, leading to an unusually small CSI 
value; alternatively, spasticity of the breathing muscles may lead to a greater CSI value than normal. 

Standard deviation of the spectral centroid of/s/ 

Standard deviation of the center of mass of the acoustic spectrum of all pronunciations of the/s/phoneme across the recording. Can informally be 
understood from a perceptual viewpoint as the overall variation in sound sharpness when pronouncing this phoneme. 

Motivated by the fact that the sharpness of/s/is determined by the ability to produce and maintain a shallow groove in one’s tongue whilst it is 
pressed against the roof of the mouth as a sufficiently strong flow of air from the lungs is maintained. Since this is a difficult task from a muscle 
coordination perspective, discrepancies may reflect ataxia. 

Standard deviations of F1, F2 and F3 

Standard deviations of the frequencies of the first three spectral maxima apart from the base frequency (formants) measured using the Burg 
method. 

Motivated by the fact that the variability of the first three formants across time strongly correlates with the range of motion of the jaw and tongue 
and overall muscle tenseness. 

A low SD of F1 could therefore indicate difficulty utilizing the full range of motion of the jaw, a relatively heavy organ, pointing to fatigue; 
conversely, a high SD of the same could point to a high amount of correctional movements, indicating ataxia. 

A low SD of F2 could point to an unusually immobile tongue and thus spasticity; a high SD of F2 could again point to a high amount of correctional 
movements, indicating ataxia. 
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